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Abstract. Quality of Service (QoS)-constrained policy has an advan-
tage to guarantee QoS requirements requested by users. Quorum systems
can ensure the consistency and availability of replicated data despite the
benign failure of data repositories. We propose a Quorum based resource
management scheme, which includes a system resource and network re-
source, both of which can satisfy the requirements of application QoS.
We also propose the resource reconfiguration algorithm based on tem-
poral execution time estimation method. Resource reconfiguration per-
forms the reshuffling of the current available resource set for maintaining
the quality level of the resources. We evaluate the effectiveness of re-
source reconfiguration mechanism in a Heart Hemodynamics analysis.
Our approach increases the stability of execution environment as well as
decreases the completion time compared to the method that does not
adopt the proposed reconfiguration scheme.

1 Introduction

Recently, Grid computing has distinguished itself from the conventional dis-
tributed computing by focusing on large-scale resource sharing and innovative
applications under the environment of widely-connected network. There are
a number of architectures known for the management of Grid networks. How-
ever, most of them are mainly focused on concrete aspects which do not cover
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the management of the Grid as a whole. Examples are the Condor-G system [3]
and Nimrod-G Grid resource broker [4]. Due to the complexity of the Grid sys-
tem, and the trend towards increased complexity in both hardware/software and
service requirements, the flexible management of the overall Grid system itself is
becoming more and more important. Policy-based management (PBM)[5] shows
a prominent approach and management architecture over previous traditional
network management systems. Policy-based Management can guide the behav-
ior of a network or distributed system through high-level declarative directives
that are dynamically introduced, checked for consistency, refined and evaluated,
resulting typically in a series of low-level actions [6]. The current PBM archi-
tecture has problems in the sense that it can only address a fairly limited set
of issues and usually requires human intervention. Grid systems unfortunately
suffer the same problems in terms of the scalability and autonomic management.
It is time consuming and error-prone for Grid administrator, resource manager
or broker to configure their system manually. Furthermore it is extremely hard
to configure their local resource while considering other domains in the whole
Grid system. In this paper, we propose a resource Quorum model for supporting
QoS of resource status. Quorum set is a subset of the resource universe which
can be obtained. Quorum set guarantees the reliable resource allocation because
it is a set of resource collection that is selected according to the QoS of the
resource. Also, we propose resource reconfiguration scheme in order to maintain
the integrity of the Quorum set. Resource reconfiguration provides reshuffle of
the current resources set and reallocates resources to tasks in order to support
QoS. Execution time of an application reflects the current resource status. We
use temporal variation of the execution time in order to estimate the resource
status. Resource reconfiguration provides a good solution for degraded resources
in an unpredictable environment. The remainder of this paper is structured as
follows. In Section 2, we suggest the resource Quorum model and resource allo-
cation scheme for reliable scheduling. Section 3 presents the proposed temporal
Quorum status estimation method and resource reconfiguration algorithm. Sec-
tion 4 shows the experimental results based on our reconfiguration algorithm
using Heart Hemodynamics analysis. This paper is concluded in Section 5.

2 Resource Quorum Model

To guarantee QoS for user’s application, the Grid manager should assign the re-
sources to each application. The Quorum based management system defines the
QoS vector to each application from the input profile. We utilize two different
resource items: system resource and network resources. Each service requester
must specify his QoS requirements for the resource manager in terms of the min-
imum QoS properties for both the system and network resources. All resources
are distinguished from the others and ranked as a group of QoS level in terms of
those resource descriptions. We represent the resource descriptions as a system
resource vector θs and a network resource vector θn.
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2.1 Quorum Model for QoS Support

We define the Resource Quorum as QR, which represents the current status
of the resource. Each resource has its resource status vector which is repre-
sented by both invariable and variable elements [8]. System resources can take
the processor specification or memory size as invariable elements and processor
utilization or available memory space as variable elements. Also, network re-
source would have the link capacity with an invariable elements and end-to-end
available bandwidth, delay, data loss rate as variable elements, such that

QR = {〈θi, θjk〉|i, j, k = 1, . . . , n} , (1)

where θi denotes the current available resource level of the system resource i and
θjk represents the current available resource level of the network between system
resource j and k. A resource universe R = {r1, . . . , ru} assumes a collection of
resources that can be taken in the administration domain. A resource, r = 〈S, N〉,
can be represented as undirected graph in the system, S and their communication
networks, N. Thus,

R = {ri, . . . , ru} = {〈Si, Nij〉|Si = ri, Nij = ri × rj i �= j i, j = 1, . . . , u} (2)

R is an available resource universe which is a subset of resource universe U , and i
and j are elements in the R. Si is therefore a system resource that represents
a computation node i and Nij is a network resource that represents a communi-
cation network from system i to system j. An application can be represented by
undirected graph with tasks and their communication relation. The application
is viewed as composed of the number of m tasks which represent problem size
of the application A. A is given by

A = {ν1, . . . , νm} = {〈νk, ekl〉|ekl = νk × νl, k �= i, k, l = 1, . . . , m}, (3)

where m means the number of tasks. νk means the vertices that represent each
task and ekl means the edge that represents communication between νk and νl.
Thus, l represents all communication peers that related to the νk.

If we assume that each task has its QoS requirement issued from SLAs, all
resources can be ranked by the performance or be grouped by its attribute in
terms of the QoS level. A required QoS level represents the vector of the resource
description and has the range between the minimum and maximum requirement.
We denote them by q and Q, respectively. We define the QoS-Quorum,QA, which
represents the required quality level for the application set A = {1, . . . , m}.

QA =
{〈[

qk
i , Qk

i

] [
qkl

ij , Qkl
ij

]〉
|i �= j, i, j = 1, . . . , µ k �= l, k, l = 1, . . . , m

}
, (4)

where qk
i and Qk

i denote the minimum and maximum QoS level required for
task k on the system resource i. qkl

ij and Qkl
ij represent the minimum and maxi-

mum QoS level required for communicating the task k in system resource i and
task l in system resource j.



702 Chan-Hyun Youn et al.

2.2 Available Resource Quorum and Resource Configuration

To achieve the reliability in resource management, we define an available resource
Quorum,QAR, which is selected from a resource universe. QAR satisfies the QoS
requirement from SLAs.

QAR = {〈Si, Nij〉 ⊆ R|qk
i ≤ θi ≤ Qk

i , qkl
ij ≤ θij ≤ Qkl

ij}, (5)

where i, j = 1, . . . , n′ ≤ µ and k, l = 1, . . . , m, and QAR is a set that satisfies
a desired minimum QoS level of the application. Then, we define the Resource
Configuration Function, F (A, AR),as follows:

F (A, QAR) = {〈Sk
i , Nkl

ij 〉} = {〈V k, Ekl〉 Q→ 〈Si, Nij〉}, (6)

where

Sk
i =

{
1, if the νk ∈ A and allocated on Si

φ, otherwise,

Nkl
ij =

{
1, if the ekl ∈ A and existed in communication BW of ri and rj

φ, otherwise

Basically, Available Resource Quorum set QAR has the characteristics to
guarantee the minimal QoS requirement. First of all, the minimal QoS con-
straints created by the SLAs make up two groups of vectors in the QoS Quorum
and the Resource Quorum. The QoS Quorum is made for the service class cor-
respondent with one of the QoS services. Simultaneously, the Resource Quorum
is determined depending on whether the QoS constraints are satisfied or not.

3 Temporal Quorum Reconfiguration

Resource configuration function is different from general scheduling in terms
of QoS support. Resource configuration provides a more reliable scheduling be-
cause it assumes that the elements of the available resource Quorum set QAR

satisfy the user’s desired quality level. But Quorum status varies as changing of
the status of resources which are included in Quorum set. In order to maintain
the integrity of QoS, it is necessary to reconfigure the current Quorum set. By
monitoring resource status, we can validate the current Quorum status. Exe-
cution time of an application reflects the resource status. Now we present the
reconfiguration scheme based on variation of execution time of the application.

3.1 Estimation of the Resource Status

Since the execution time of an application is defined as summation of the com-
putation time on the system, Ŝk

i (θi) and communication time, N̂kl
ij (θij), we can

estimate the current resource utilization by each application activity. If an ap-
plication represents its previous execution progress, we can predict the temporal
variation of the resource utilization on target application. Equation 7 shows the
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sensitivity of the estimates of the execution time, Z(•), according to resource
Quorum.

Ŝk
i (θi) =

dSk
i (θi)

dZ(Sk
i (θi))

�Z(Sk
i (θi)), N̂kl

ij (θij) =
dNkl

ij (θij)
dZ(Nkl

ij (θij))
�Z(Nkl

ij (θij)) (7)

Based on resource status which is obtained by Equation 7, we define the
utility functions, such as a system utility function and a network utility func-
tion. Utility functions of the resource provide the current system and network
performance compared to the previous status. Previously, we denoted the min-
imum QoS of each task required for computation and communication as qk

i (θi)
and network, qkl

ij (θij), respectively. If a current estimates of system resource is

Ŝk
i (θi), then the utility function is represented by

µk
i =

ŝk
i (θi) − qk

i (θi)
qk
i (θi)

. (8)

If µk
i < 0, we assume that the system does not meet the QoS level. Similarly, if

a current estimates of network status is N̂kl
ij (θij), the utility function is repre-

sented by

µkl
ij =

ŝkl
ij (θij) − qkl

ij (θij)
qkl
ij (θij)

(9)

Furthermore if µkl
ij < 0, we recognize that the network does not guarantee the

QoS requirements. Status of the current resource configuration can be presented
as the accumulated value of the utility function. Therefore, on the current time
instant Tc, the temporal status of the resource configuration,sRC(A, QAR, Tc) ,
is defined as follows.

sRC(A, QAR, Tc) =
{
〈µk

i , µkl
ij 〉

}
, (10)

where

µk
i =

⎧⎨
⎩

Tc∑
t=0

µk
i (Tc), if the ekl∈A and existed in communicaion BW of ri and rj

φ, otherwise

µkl
ij=

⎧⎨
⎩

Tc∑
t=0

µkl
ij (Tc), if the ekl∈A and existed in communicaion BW of ri and rj

φ, otherwise

The utility functions, µk
i and µkl

ij , are accumulated QoS reward values that
are system and network resources. If the estimate of utility function is smaller
than 0, it means that the resource does not match the desired QoS level. We
should then identify the triggering condition for the resource reconfiguration.
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Fig. 1. Operation procedure of the proposed a resource Quorum reconfiguration
scheme

3.2 Two-Stage Resource Reconfiguration Algorithm

The reconfiguration steps consist of System Resource Reconfiguration (SRR)
when µk

i < 0 and Network Resource Reconfiguration (NRR) when µkl
ij < 0,

respectively. Once triggered, the resource Quorum management system invokes
the two-stage resource Quorum reconfiguration procedure on sRC(A, QAR, Tc)
as shown in Figure 1.

In reconfiguration step, after generating the initial QAR , it should be
changed with the time. Before creating alternative configurations, we should
obtain a new QAR by updating itself.

4 Experimental Results

We evaluate the effectiveness of resource reconfiguration mechanism with a Heart
Hemodynamics analysis application that is parallel application linked with each
task. The parallel applications are connected to each other by the Grids. End-
to-end communication quality of service in case of linked chains is more impor-
tant issue because it has an effect on the entire performance of the application
execution. Moreover the communication status has various reasons that cause
degradation. In order to point out the communication quality of service, we ex-
amine the end-to-end bandwidth between each task. Blood flow in the sac of
the Korean Artificial Heart (KAH) is numerically simulated by finite element
analysis. A distributed computing algorithm is employed to compute the hemo-
dynamics of the sac using Globus-based MPI programming. Each sub-job of
the KAH communicates with its neighbors in order to exchange the message
for satisfying the boundary condition. Figure 2 shows the boundary condition
of the KAH and the flow chart for simulating the blood sac in the KAH. The
program has the iteration characteristics to solve the velocity and pressure at
each time frame. The Grid testbed for collaborating among multi-domain en-
vironments is comprised of Linux-based Globus platforms for Grid application.
The Grid testbed for modeling the KAH is run on three domains (Information
and Communications University (ICU), MIT and Hanyang Univeristy (HYU))
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Fig. 2. Computing model for the KAH
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Fig. 3. Performance comparison of systems S1 and S5

and five systems (S1, S2, S3, S4, and S5 with available bandwidth of 0.1 Mbps).
They are connected to the Korea Research and Education Network (KOREN)
and Science Technology And Research Transit Access Point (STAR-TAP).

We conducted an experiment with offered load at system S1 at the time
instant T2 (time instant 50) and network S4-S5 at the time instant T3 (time
instant 100). T2 and T3 are the points of the time instant 50 and time instant
100 in Figure 3, respectively. Figure 3 shows the execution time of system S1
and S5. In Figure 3 (a), system S1 increases the computation time on the time
instant 50 to 75. Also, system S5 increases the communication time irregularly
and rapidly between system S4 and S5 between time instant 105 to 125 shown
in Figure 3 (b). The performance was evaluated according to each computation
time (CP) and communication time (CM).

We calculate the reward value for the offered workload situation. Figure 4
shows the characteristics of the utility function and reward value of the system
S1 and S5. The reward value of the system S1 has a negative value around at
time instance 70 as depicted in Figure 4 (a). Also, the reward value of the sys-
tems S4-S5 has negative value at time-instance 115 as shown in Figure 4 (b).
The zero point of the reward value of the resource is the reconfiguration trig-
gering point. We take two reconfiguration points at time instance 70 and time
instance 115 based on reward value from Figure 4. Let’s consider the recon-
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figuration policies that are generated by our reconfiguration algorithm. Initial
topology has the system S1, S4, S5. After the reconfiguration of system S1 at
T2, the system S1 replaced with S3. Also, on the reconfiguration of network S4-
S5, the system S4 replaced with S1. The network topology has been changed by
the reconfiguration of the system. Figure 5 illustrates the execution time after
committing the resource reconfiguration. Figure 5(a) shows the execution time
of the system S1 when committing reconfiguration at T2, whereas Figure 5(b)
shows the execution time of the system S5 when committing reconfiguration at
T3. Figure 5 shows that proposed reconfiguration scheme increases the stability
of the execution time compared to Figure 3.

Heart Hemodynamics Analysis Application shows that the effectiveness of
system and network reconfiguration of the parallel application. From the exper-
imental results, we can see that the proposed reconfiguration algorithm provides
more stability during the execution time. In addition, the proposed algorithm
decreases the completion time of the application.
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5 Conclusions

Computational Grids are focused primarily on high-performance distributed
computing. In a wide area Grid environment, it is most important to guarantee
the user desired resources. Reliable resource allocation should be maintained on
the temporal and spatial change. Quorum based resource modeling and resource
configuration scheme provides more reliable resource scheduling. The proposed
resource reconfiguration algorithm has two phases. One is the status estima-
tion using temporal deviation. The other is resource reconfiguration based on
estimated status. After triggering based on estimation, the reconfiguration algo-
rithm tries to optimize the current system and network resource. Our approach
provides both increase in the stability of the execution environment and decrease
in the completion time compared to the methods that do not adopt the resource
reconfiguration mechanism.
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