






Figure 4. Results of the surrogate testing in EC2 with clusters of
different sizes.

puting on small nodes for tasks that are relatively sim-
ple and fast to compute on individual records (Example
1). In general, the amount of overhead associated with
the management of the distributed environment diminishes
any computational gain from the extra nodes. Part of the
computational costs may be due to the fact that we used
Hadoop exclusively as queuing tool: we did not maximize
it’s efficiency by processing the data directly in HDFS nor
leveraging the “reduce” step. This is a current limitation
of our software stack, and requires either a redesign of the
WFDB software to operate against single files (rather than
“records”) or development of a package using Hadoop’s
Java API to control the low level HDFS data splits of
WFDB records.

On the other hand, a large (close to 30 fold) increase
in performance was obtained for tasks that are computa-
tionally intensive and massively parallel (as in the case of
Example 2). Thus tasks that involve intensive computa-
tion on individual record files are likely to benefit from the
current infrastructure. In the end, we hope that the code
and the examples that we make available on PhysioNet will
help researchers to quickly decide for themselves if a dis-
tributed environment is efficient enough for their particular
computational needs.
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