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Abstract

Real-time prediction of mortality for intensive care unit patients has the potential to provide physicians with a simple
and easily interpretable synthesis of patient acuity. Here we extract data from a random time during each patient’s
ICU stay. We believe this sampling scheme allows for the application of the model(s) across a future patient’s entire
ICU stay. The AUROC of a Gradient Boosting model was high (AUROC=0.920), even though no information about
diagnosis or comorbid burden was utilized. We also compare models using data from the first 24 hours of a patient’s
stay against published severity of illness scores, and find the Gradient Boosting model greatly outperformed the fre-
quently used Simplified Acute Physiology Score II (AUROC = 0.927 vs. 0.809). We nuance this performance with
comparison to the literature, provide our interpretation, and discuss potential avenues for improvement.

Introduction

The intensive care unit (ICU) admits severely ill patients in order to provide radical life saving treatment, such as
mechanical ventilation. ICUs frequently have a very high staff to patient ratio in order to facilitate for continuous
monitoring of all patients and ensure any deterioration in patient condition is detected and corrected for before it
becomes fatal; an approach which has been demonstrated to improve outcomes'. As a result, the ICU is a data
rich environment. A major effort was placed in utilizing this data to both quantify patient health and predict future
outcomes, and one of the most immediately relevant outcomes to the ICU is patient mortality. The APACHE system
was first published in?, and provided predictions for patient mortality based upon data collected in the ICU. While
the initial system was based off expert rules, later updates used data driven methods®. Other prediction systems have
also been developed, including the Acute Physiology Score (APS) III*, Simplified Acute Physiology Score (SAPS)’,
SAPS I1°, the Sequential Organ Failure Assessment (SOFA) score’, the Logistic Organ Dysfunction Score (LODS)?,
and the Oxford Acute Severity of Illness Score (OASIS)’. For a review of severity illness scores in the ICU, see!®!!.
Note that these models were universally agreed to lack sufficient calibration to be used on the individual level'?, and
research goals were shifted to quantify the performance of ICUs and hospitals in aggregate.

With the recent advances in both machine learning and hardware for data archiving, research has begun to return to
building better prediction models using more detailed granular data. Past models have been limited by technical and
practical considerations, often using summary data from an entire day of a patient’s ICU stay which was manually
documented by trained personnel. Given many hospitals now have electronic data collection as a part of routine
clinical practice, a wealth of data is becoming available for use in predictive modeling. The Medical Information Mart
for Intensive Care (MIMIC-III) database by'? is an example of such an archive. MIMIC-III is a large collection of
de-identified electronic medical records for over 40,000 patients admitted to the Beth Israel Deaconess Medical Center
in Boston, MA, USA between 2001 and 2012.

Hug et al.'* investigated the use of real-time prediction models on MIMIC-II, an early version of MIMIC containing
patient data up to 2008. They extracted observations for 10,066 patients and used a logistic regression model on all
observations, achieving a held-out performance Area Under the Receiver Operator Characteristic curve (AUROC) of
0.885. Mortality prediction was the topic of a PhysioNet Computing in Cardiology Challenge in 2012, specifically
the prediction of in-hospital mortality for patients who stayed in the ICU for at least 48 hours'>. The winning entry
utilized a tree based ensemble in a Bayesian framework, with components of the trees being updated using Markov
chain Monte Carlo, and achieved an AUROC of 0.860'¢. The runner up included an ensemble of six support vector

machine models built on balanced subsets of data each using the same set of all positive outcomes'”.

Lehman et al.'® applied hierarchical Dirichlet Processes to clinical notes during the first 24 hours and found that
the addition of extracted topics to a classifier using only severity of illness improved performance (AUROC = 0.82
versus 0.78 with only SAPS I). Ghassemi et al. extracted topics from the notes and combined these topics with static
features from MIMIC in a support vector machine to classify in-hospital mortality (AUROC = 0.840)'°. The authors



furthered this approach by extracting dynamics associated with topics using a multi-task Gaussian process, improving
upon the AUROC of SAPS (AUROC = 0.812 vs 0.702)*. Caballero et al.?! created a latent state model incorporating
numeric features, text, and modelled topics achieving an AUROC of 0.866 during the first 24 hours on patients in
the MIMIC-II database. Finally, Luo et al.??> proposed an unsupervised feature extraction model using non-negative
matrix factorization, focusing on creating an interpretable model (AUROC=0.848).

The use of mortality prediction models to evaluate ICUs as a whole has found great success, both for identifying useful
policies and comparing patient populations. Furthermore, as mentioned, much research has advanced the current state
of the art in mortality prediction. In this paper, we propose to address the task of predicting individual patient mortality
using a distinct sampling scheme. The aim is building a model which could be applied continuously for a patient,
which departs from the common analysis framework of the first 24 hours or distinct daily models. This paper will
proceed as follows: first, the patient population is defined and data extraction steps are outlined. Common mortality
prediction systems in the literature (commonly called severity of illness scores) are then compared to machine learning
approaches using data extracted from the first 24 hours of a patient’s stay. The framework for evaluating a real-time
mortality prediction system is then established and we evaluate various machine learning models in this context,
concluding with a discussion on their efficacy and avenues for improvement.

Data

We initially extracted data for 61,533 distinct ICU stays (all stays available in MIMIC-III v1.4). We subsequently
excluded patients who met the following criteria: age less than 16 (MIMIC contains neonatal admissions), an ICU
stay shorter than four hours, no data present in the patient flowsheet (likely an administrative error resulting in an
incorrect ICU admission), and organ donor accounts. We also excluded patients who had an order for limitation
of treatment (not full code) on or before ICU admission. Note that we otherwise retained all ICU stays, including
readmissions for patients with multiple visits. The final cohort had 50,488 ICU stays. This cohort was used for both
experiments (described later). These stays correspond to adult ICU admissions for surgical, medical, neurological, or
coronary critical illness. Table 1 provides a description of the study population.

Demographic Mean =+ S.D. or percentage
Age 63.6 +17.2
Male 56%
Height 169.4 + 12.75
Weight 81.0 £24.5
BMI 28.4 + 8.05
Emergency admission | 85.6%
Service
Medicine 40.6%
Cardiac medicine 15.2%
Cardiac surgery 10.0%
Surgery 8.09%

Table 1: Demographics of the dataset (N=50,488).

Feature Extraction

For each patient’s ICU stay, we extracted data from a fixed window of length W (hours) ending at time ¢; ,, (hours) for
each patient 7. t;,, was set to some value during a patient’s ICU stay, i.e. if ¢; 4q,, Was the time of the patient’s ICU
admission and ¢; 4;s was the time of the patient’s ICU discharge, then t; , € [t; adm,, ti,ais)- For the initial evaluation
of models against severity scores, t; ., := 24 hours and W := 24 hours, resulting in data being collected from the first
day of a patient’s ICU stay. For the second evaluation setting, ¢; ,, was set to a random time during the patient’s ICU
stay, and W was varied from 4 to 24 hours.

Features extracted from the window of fixed size W are detailed in Table 2. Features were extracted from a number
of physiologic and laboratory measurements. Notably, no explicit data regarding treatment was extracted (e.g. use



of vasopressors, mechanical ventilation, dialysis, etc). Features extracted used consistent functional forms: the first,
last, minimum, maximum, or sum (in the case of urine output) was extracted from all measurements of the variable
made within the window W. As laboratory values are less frequently sampled, this window was extended 24 hours
backward for these measurements. Table 2 lists the window sizes used for each of the features extracted. In addition to
those listed in Table 2, a set of static features which do not change during an ICU stay were extracted. These included
gender, age, ICU service, and whether the hospital admission was an emergency (binary covariate). Service was coded
using one-hot encoding for the following services: coronary medicine, coronary surgery, surgery, neuro-surgery, other
surgery, trauma, neuro-medicine, other medicine, orthopedic, gastro-utinery, gynecology, and ear/nose/throat. A total

of 148 features were extracted.

Time window Feature extracted Variables
[ti’w - W, ti,w] Minimum, Maxi- | Heart rate, Systolic/Diastolic/Mean blood pressure, Respiratory rate,
mum, First, Last Temperature, Oxygen Saturation, Glucose
[tiw — W, tiw) Last Glasgow coma scale, Glasgow coma scale components (motor, verbal,
eyes), unable to collect verbal score
[tiw — W, ti ) Minimum Glasgow coma scale
[tiw — W —24,t;,,] | First, last Base excess, Calcium, Carboxyhemoglobin, Methemoglobin, Partial
pressure of oxygen, Partial pressure of carbon dioxide, pH, Ratio of
partial pressure of oxygen to fraction of oxygen inspired, Total carbon
dioxide concentration
[t@w —W =24, ti7,w] First, last Anion gap, Albumin, Immature band forms, Bicarbonate, Bilirubin,
Creatinine, Chloride, Hematocrit, Hemoglobin, Lactate, Platelet, Potas-
sium, Partial thromboplastin time, International Normalized Ratio,
Sodium, Blood urea nitrogen, White blood cell count
[tiw — W, ti ) Sum Urine output

Table 2: Features extracted during the window examined. Blood gases and laboratory measurements have the same
feature extraction (first, last), but are separated for clarity. Note that some features have had their window extended
backward an extra 24 hours.

Methods

We evaluated multiple machine learning models both to quantify the improvement possible from more flexible ap-
proaches and to ensure robustness of our findings across multiple settings. The models used were: logistic regression
(LR), logistic regression with an L1 regularization penalty using the Least Absolute Shrinkage and Selection Operator
(LASSO), logistic regression with an L2 regularization penalty (L2), and Gradient Boosting Decision Trees (GB).

In addition to the above models a set of five severity of illness scores were calculated on the data. Severity of illness
scores are a form of mortality prediction model where the result is an integer score correlated with mortality. Severity
of illness scores evaluated here are the APS III*, SAPS>, SAPS II°, SOFA’, LODS®, and OASIS®.

For all models, the outcome evaluated was in-hospital mortality. The area under the receiver operator characteristic
curve (AUROC) was used to evaluate the models. The AUROC is the probability of ranking a patient who dies
higher than a patient who lives: higher values of the AUROC indicate better model discrimination, and a value of
0.5 is equivalent to random chance. We also evaluated the models using the area under the precision recall curve
(AUPRC), which provides a measure of performance which is agnostic to the number of true negatives and can be
useful for problems with class imbalance. Hyperparameters were set using an internal three-fold cross-validation
within the external five-fold cross-validation. Once hyperparameters were selected using the internal three-fold cross-
validation, the model was retrained using the entire training set and subsequently evaluated on the external validation



fold. This process was repeated five times for each external validation fold. Hyperparameters searched were as
follows: regularization penalty (LASSO/L2), the number of trees in the ensemble (GB), the learning rate (GB), and
the maximum depth of each tree (GB). The other parameters were set to their default values. We used scikit learn
v0.18.1%3 and XGBoost v0.6?* with Python 2.7. Model performance is reported as the average across five held out
folds in an outer cross-validation, with the minimum and maximum performance across all folds.

Experiments

Two experiments were conducted which essentially involve defining the window to be used for data extraction for
each patient. In the first experiment, the window size was set to 24 hours (W := 24), and ¢; ,, was fixed to 24 hours
after ICU admission (i.e. t; , := t; qam + W). This emulates the most common framework for evaluating mortality
prediction models used for risk adjustment. As these models aim to capture patient health on admission to the ICU
(to reduce the impact of ICU care and acquire an estimate of how severely ill a patient was on admission), the data
analyzed is from the first 24 hours (except labs, which are again allowed an additional 24 hours as in Table 2). We
refer to this experiment as the “benchmarking experiment”.

In the second experiment, ¢; ,, is defined as a random time between ICU admission and ICU discharge or the first
instance of a treatment limitation order, whichever is earlier, i.e. ¢; v ~ U[t; adm, Min(t; dgis, ti,dnr)]. This experiment
is designed to create a model which is applicable at all possible times during a patients ICU stay, rather than traditional
models which are only applicable using data from the first 24 hours. Furthermore, in order to avoid the model learning
from data corresponding to the withdrawal of treatment rather than severe illness, no data is extracted after a patient’s
code status is changed. For example, a do-not-resuscitate (DNR) order indicates that a patient does not desire to be
resuscitated in the case of cardiac arrest. While some treatments are still given for patients who have a DNR, we took
the conservative approach of excluding this data. Note that if a patient has a code status change, the data before this
code status change would still be eligible for data extraction. Patients who had a code status other than full code on
admission to the ICU were previously removed from this cohort as detailed earlier. We refer to experiment as the
“real-time experiment”. We utilized a window size W := 4 hours. We experimented with longer windows of 8 and 24
hours, though these did not impact model performance significantly (results not shown).

The models developed in the real-time experiment were also evaluated using windows ending at a fixed time to death.
This experiment aims to evaluate the construct validity of the algorithms: as the window approaches patient mortality,
we assume that the data will reflect worsening physiology. If the classifier has captured this information then the
classifier’s performance should increase. To this end, the models were trained as detailed above using a random time
window during the patient’s ICU stay. When evaluating the model, patients who died in the ICU had the end of the
window set to 0, 4, 8, 16, and 24 hours before mortality. If the patient did not expire in the ICU, then a random time
window during their ICU stay was used as was done during normal model development, and their outcome was set to
zero (that is, a low prediction for a patient who dies more than 24 hours after ICU discharge is no longer penalized by
the evaluation).

All code for this paper is open source and available online®.

Results

Two exemplar patients are shown in Figure 1 with the two types of data extraction used for the benchmarking experi-
ment and for the real-time experiment. The patient in the top plot survived to ICU discharge, while the patient in the
bottom plot had a code status change and subsequently died in ICU. The gray background indicates the window used
for data extraction, representing the benchmarking experiment in the top plot (first 24 hours of ICU admission) and
the real-time experiment in the bottom plot (a random time during the ICU stay which cannot occur after a code status
change).

Benchmarking experiment

The LR, LASSO, L2, and GB models were trained using features extracted as detailed for the benchmarking exper-
iment. A total of 50,488 patients were included (the full cohort). Five fold cross-validation was used to obtain held
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Figure 1: Two exemplar patients shown with vital sign data with measurement values along the y-axis. The shaded
gray region corresponds to the window used for data extraction. In the top plot, the dark rectangular patch repre-
sents the window used in the benchmarking experiment (24 hours long), and the end of the window set to 24 hours
after ICU admission. The lighter rectangular patch represents the additional window used for extracting laboratory
measurements, which can be present before ICU admission. The patient in the top plot survived to ICU discharge.
The bottom plot represents a distinct patient with the patches representing an example window (4 hours) used in the
real-time experiment hours and the end of the window set to a random time during the patient’s ICU stay before any
code status changed. This patient was made do-not-resuscitate (DNR) and subsequently died in ICU.



out estimates of model performance. These models were compared to severity of illness scores: SAPS II, APS III,
LODS, SOFA, and OASIS. AUROC: for severity of illness scores were calculated for each fold, and the minimum,
maximum, and average AUROC:s are reported, along with AUROCS for models trained in this work and models from
the literature (Table 3).

AUROC [minimum, maximum] Cohort definition and size
SOFA 0.739 [0.735, 0.746] *
LODS 0.755 [0.748, 0.760] *
SAPS 0.758 [0.754, 0.765] *
OASIS 0.774 [0.766, 0.780] *
APS III 0.784 [0.774, 0.794] *
SAPS II 0.809 [0.801, 0.822] *
L2 0.897 [0.892, 0.899] *
LASSO 0.892 [0.888, 0.897] *
LR 0.896 [0.892, 0.899] *
GB 0.927 [0.925, 0.929] *
Lehman et al., 2012™ 0.820 Exclude those missing SAPS-I, first ICU stay
of at least 24 hours, N=14,739
Johnson et al., 201216 0.860 First 48 hours in ICU, stayed at least 48 hours,
random one third sample, N=4,000
Ghassemi et al., 201420 0.840 First 12 hours in ICU, notes must contain 100
non-stop words, N=19,308
Caballero et al., 2016%! 0.866 Random subsample, N=11,648
Luo et al., 201622 0.848 First 12 hours, 30-day mortality

Table 3: Comparison of models trained here and in the literature with severity of illness scores. Models utilize data
from the first 24 hours of a patient’s ICU stay for predicting in-hospital mortality unless otherwise stated. For models
trained in this work the average, minimum, and maximum performance across five folds of cross-validation is reported.
*These models used all adult ICU admissions greater than 4 hours (N=50,488) split in 5-folds of cross-validation.

Real-time experiment

The real-time experiment assessed the performance of models both trained and evaluated using a random time point
during the patient’s ICU stay.

The performance of the LR, LASSO, RF, and GB models are shown in Table 4. These models were trained using data
extracted from a window of length W = 4 hours located at a random time point during a patient’s ICU stay, at least
W hours before ICU discharge.

AUROC [minimum, maximum] AUPRC [minimum, maximum]

L2 0.892 [0.888, 0.896] 0.588 [0.568, 0.597]
LASSO 0.888 [0.882, 0.894] 0.579 [0.557, 0.593]
LR 0.892 [0.887, 0.896] 0.588 [0.568, 0.597]
GB 0.920[0.918, 0.924] 0.665 [0.654, 0.669]

Table 4: AUROC and AUPRC of models trained and evaluated on distinct patients using a single window of data
occurring at a random time during a patient’s ICU stay (N=50,488). The average AUROC/AUPRC across 5-folds of
cross-validation is reported, with the minimum and maximum value in brackets.

The models trained above were evaluated at fixed time points from patient mortality. Figure 2 shows the AUROC at
different lead times from ICU discharge.

Figure 3 shows an example of applying the model to every hour of ICU stays for four patients; two of whom survived
to hospital discharge and two of whom died in ICU.
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Figure 2: AUROC of models when ¢; ,, is fixed at a certain distance from death for those patients who died in the
ICU. If the patient survived past 24 hours from their ICU discharge, ¢; ,, was set to random time during their ICU stay,
and their outcome was set to O (i.e. they were treated as a survivor).

Discussion and Related Work

The benchmarking experiment demonstrates that the use of GB had a substantial improvement over previous methods.
GB achieved an AUROC of 0.920, which is substantially higher than severity of illness scores evaluated on the same
data (e.g. SAPS II with AUROC of 0.809). The improvement is likely attributable to a combination of more data and
a more flexible modelling approach. The progression of the APACHE models for predicting mortality reflect this as
well: later installments of the models had higher dimensionality and incorporated both cubic splines and interactions
in order to better predict outcome?. The ability of GB to assign non-linear risk across values of a single feature could
also contribute to its higher performance (e.g., low and high blood pressures could be assigned distinct risk estimates).

Interestingly, the LR model was extremely competitive, achieving an AUROC of 0.892. The LASSO model was
slightly worse than LR (AUROC=0.888). In medicine, a key component of any decision support tool is interpretability,
and many practitioners will not trust a tool if they do not understand how it produces predictions. While higher
performance is certainly a desirable aspect of the model, the use of a simpler regression model which can be interpreted
still remains a promising avenue of future research.

Comparing this performance to the literature, we see that the GB had a slightly higher AUROC than published for the
APACHE IV model (AUROC of 0.89)3. It is worth noting that the models here used purely physiology, laboratory
measurements, and minimal demographic variables available on admission, whereas the APACHE system utilized
over 100 diagnostic categories, comorbid burden, and treatment. These additional features can often require manual
collection which can complicate automatic application of the model. In a comparison of APACHE IV versus SAPS II,
data abstraction per patient took much longer for APACHE IV (37.3 minutes) versus SAPS II (19.6 minutes)®®, and
the difficulty in acquiring features was certainly a large factor there. The use of automatically or routinely collected
features has many advantages in the potential practical application of models such as the one presented here. Further,
the capability of the models to predict well given only physiology may indicate that with enough measurements
regarding the patient manually laborious and potentially ambiguous tasks such as classifying patients into a single
diagnosis could be circumvented.

The models developed here resulted in higher AUROCS than those reported in the literature. While it could be claimed
that the results here represent the “state of the art” in mortality prediction for ICU patients, there are too many caveats
to make this statement. First, we cannot claim to have exhaustively located all mortality prediction models built using
the MIMIC database or otherwise. However, more importantly, we cannot even claim that the GB model is the best
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Figure 3: Example trends for four patients in the ICU. Two of the patients survived to ICU discharge, while two of
them died in the ICU.

of those reported in Table 3, even though all utilized some version of the MIMIC database. This is due to a number
of reasons. First, there is a lack of consistency in the dataset definition and extraction, and in particular in the timing
of data extraction. While most studies utilize the first 24 hours, some required the patients to stay at least 24 hours,
while others utilized 48 hours and required patients to stay 48 hours. These decisions substantially impact the patient
case-mix and consequently the difficulty of the problem. This is even highlighted by Luo et al.??, who utilize the first
12 hours of mortality as it is a more challenging prediction task. In addition to timing, studies frequently disregard
samples due to missing data'®!°, inappropriate patients (this study removed organ donor accounts), and in order to
reduce heterogeneity in the cohort (Hug et al.'*?? removed neuro-surgical and trauma patients).

As MIMIC is a completely open database, and as tools to facilitate sharing of data analysis have matured, there is a
unique opportunity for research in this area to be fully reproducible. We hope that future work will aim to alleviate
this issue by releasing source code associated with their analysis. In this spirit, we have made all code for this study
public and hope that this facilitates future research to improve upon the benchmark we have established®.

The real-time experiment was consistent with the benchmarking experiment in that the best performing model was GB
(AUROC = 0.920), with the LR model having competitive performance (AUROC = 0.892). The AUROC of the LR
model was slightly lower than the model using data from the first 24 hours (0.896), though not greatly. The L2 model
had approximately equivalent performance to the LR model in all experiments.

Figure 2 demonstrates that as the models approach the time of mortality their ability to discriminate mortality increases.
This is intuitively sensible and acts as a sanity check that the models are capturing abnormal physiology which relates
to mortality, though it is not clear why the GB model had a much lower improvement as opposed to other models.

In the medical domain it is important to consider the interpretability of the final model developed. In Figure 3 we see
an example of how the predictions of the model would result in a trend, as if used at the bedside continuously, and there
appear a few spikes in the predictions. The use of a LR model would allow easy explanation of why the risk profile
changed: the following covariates changed which consequently increased or decreased the final prediction. However,
a similar interpretation cannot easily be produced using GB, as multiple features will have changed and translating the
impact of these changes within the model is non-trivial. The interpretation of tree based models continues to be an
active area of research. The trends shown in Figure 3 also show that there is a great deal of information in the trend
which could be used to further improve the model performance.

There are limitations to our study. First, as all data in MIMIC is acquired from a single hospital, these models may not
be applicable for outside datasets. However, the applied methodology is relatively simple, and we plan to evaluate a



similar framework in a large multi-center database. Second, the exact mechanism for utilizing such a model is unclear.
While synthesizing patient health as presented could have applications for resource utilization and decision support,
integrating such a model into clinical practice is a difficult process which must be made with careful consideration.
Finally, the data used was a small subset of what is available in MIMIC. Specifically, we did not utilize any data
regarding patient treatment, high resolution waveforms, or notes written during routine patient care. The incorporation
of information from these sources may improve model performance.

Conclusion

We have shown that classic mortality prediction models can be improved by the use of flexible machine learning
approaches combined with more granular data. A GB model had the highest performance here and than models
reported in the literature, but we argue that the field must adopt benchmark datasets and a dedication to making code
openly available code in order to both validate this claim and to allow research to progress in this field. Finally,
we demonstrated a feasible architecture for developing a real-time mortality prediction system for evaluating patient
health. The predictions made may provide clinicians with an accurate and rapid summary of patient health, though
further research is necessary in order to ensure models are both interpretable and usable at the bedside.
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