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Signal Quality Estimation With Multichannel
Adaptive Filtering in Intensive Care Settings
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Abstract—A signal quality estimate of a physiological waveform
can be an important initial step for automated processing of real-
world data. This paper presents a new generic point-by-point sig-
nal quality index (SQI) based on adaptive multichannel prediction
that does not rely on ad hoc morphological feature extraction from
the target waveform. An application of this new SQI to photo-
plethysmograms (PPG), arterial blood pressure (ABP) measure-
ments, and ECG showed that the SQI is monotonically related to
signal-to-noise ratio (simulated by adding white Gaussian noise)
and to subjective human quality assessment of 1361 multichan-
nel waveform epochs. A receiver-operating-characteristic (ROC)
curve analysis, with the human “bad” quality label as positive and
the “good” quality label as negative, yielded areas under the ROC
curve of 0.86 (PPG), 0.82 (ABP), and 0.68 (ECG).

Index Terms—Adaptive filtering, intensive care, multichannel
waveforms, physiological signals, signal quality, signal quality in-
dex (SQI).

I. INTRODUCTION

NOISE from any of a wide variety of sources may corrupt
physiological signals; therefore, signal quality estimation

should be an important initial step in automation of clinical deci-
sion support. Signal quality estimates can be useful in suppress-
ing false alarms [1], detecting sensor misplacement, allocating
resources efficiently in telehealth settings [2], [3], or selecting
regions for the accurate or robust extraction of clinically relevant
features [4]–[7]. Estimating signal quality in an ICU represents
a particular set of challenges: signals from patients may have
clean but unusual wave morphologies because of medical con-
ditions, medication, or some form of external stimulus (such as
intubation or pacemaker). Under such delicate conditions, how-
ever, multichannel waveforms are commonly recorded, and the
relationships among such physiological signals as ECG, pho-
toplethysmograms (PPG), and arterial blood pressure (ABP)

Manuscript received July 22, 2011; revised December 28, 2011 and March 15,
2012; accepted May 28, 2012. Date of publication June 14, 2012; date of current
version August 16, 2012. This research was supported by grant R01-EB001659
and cooperative aggreement U01-EB-008577 from the National Institute of
Biomedical Imaging and Bioengineering (NIBIB) of the National Institutes of
Health (NIH). Asterisk indicates corresponding author.

∗I. Silva is with the Harvard-MIT Division of Health Sciences and Tech-
nology, Massachusetts Institute of Technology, Cambridge, MA 02142 USA
(e-mail: ikaro@mit.edu).

J. Lee and R. G. Mark are with the Harvard-MIT Division of Health Sciences
and Technology, Massachusetts Institute of Technology, Cambridge, MA 02142
USA (e-mail: joonlee@mit.edu; rgmark@mit.edu).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TBME.2012.2204882

present an opportunity to confirm what is observed in any single
channel.

Several algorithms have been developed that rely on specific
statistical or morphological waveform features for estimating
quality of common physiological signals observed in an ICU
setting. In particular, estimation of signal quality from ECG
waveforms has been explored by several studies. For instance,
Wang [1] used the normalized area differences from successive
QRS wavelets to generate a quality index. Li et al. [6] used
comparison of multiple beat detection algorithms within and
across several leads as well as statistical properties of the ECG
such as kurtosis and power spectra over a reference range in
order to obtain a quality index. Also relying on beat-by-beat
analysis, Bartolo et al. [8] used weighted cross correlation with
a QRS template for an estimate of noise level in the signal.
Allen and Murray [9] used ECG power spectra over prede-
fined frequency bands and a preset limit on the ECG amplitude
(with bandwidths chosen based on typical monitoring condi-
tions). More recently, in 2011 PhysioNet and Computing in
Cardiology [10] hosted a competition on quality estimation of
12-lead ECG signals recorded for diagnostic purposes [2]. Ap-
proaches from the top competitors included amplitude thresh-
olds and heuristically derived decision trees [11]–[13], auto-
and cross-correlational analysis [14], QRS features (such as
amplitude to baseline ratio) [12], [15], and comparison across
multiple QRS detectors along with general signal statistics
[15].

For PPG signals, on the other hand, Sukor et al. [4] used
specific morphological features of the signal that were thought
to be correlated with quality (such as pulse amplitude, trough
depth differences between successive troughs, and pulse width).
Following a different route, Gil et al. [16] used Hjorth param-
eters to derive a PPG artifact detector (where the first Hjorth
parameter was compared to that of a reference ECG signal).
While Deshmane [17] modified the approach in [16] in order to
generate an adaptive artifact detector which would also be valid
under arrhythmia alarms. Other PPG signal quality studies used
bispectral analysis along with skewness and kurtosis measures
of the physiological waveform [18], [19].

Similarly, for ABP signals, Zong et al. [20] used a beat-by-
beat fuzzy implementation based on ABP pulse detection and
ABP features such as systolic, diastolic, mean, and maximum
blood pressures. Sun et al. [21] also used systolic, diastolic, and
mean blood pressures to generate an abnormality index based on
a priori physiological bounds. The ABP indices in [20] and [21]
led to two other studies, [6], [7], which combined them in order
to generate an improved beat-by-beat ABP quality estimator.
For respiratory signals, Chen et al. [22] developed a method
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to estimate waveform quality based on breath detection over
varying baseline values.

While these specialized algorithms obtained promising
results, the focus of this paper is on the development of
a more general and continuous signal quality index (SQI)
that is based on concurrent multichannel information and is
applicable to a wide variety of signals observed in the ICU.
We propose a new point-by-point SQI estimation algorithm
that does not rely on specific clinical waveform features,
beat-by-beat analysis, or a priori imposed ranges such as
QRS wavelets in electrocardiograms, pulse widths in ABP,
or constrained slope ranges in normal PPGs. Our SQI algo-
rithm works on multichannel records based on the coupling
information estimated from concurrent waveforms. To estimate
the degree of coupling between the desired channel and other
concurrent waveforms, we use the multichannel adaptive filter
(MCAF) [23] originally developed for the 2010 PhysioNet
Challenge [24]. This filter utilizes a combination of linear
adaptive filters to predict the desired signal using the other
concurrent channels. Using the MCAF, we derived an SQI
based on the explicit assumption that “good” quality signals
will yield a low MCAF tracking error, whereas “bad” quality
signals will yield a high MCAF tracking error. The dataset
and the human annotations are available on PhysioNet [10]
for those who wish to compare or develop different methods
(http://physionet.org/physiobank/database/mimic2wdb/signal-
quality/).

II. METHODS

A. Dataset and Human-Annotated Signal Quality

The waveform dataset for this study was extracted from
MIMIC-II [25], a public database consisting of thousands of
ICU waveforms collected at the Beth Israel Deaconess Medi-
cal Center (Boston, MA). Each multichannel epoch (a 10-min
interval) was represented as an N × M measurement matrix

X = [x1 x2 . . . xM ] (1)

where each column xi represents a N × 1 vector (a single signal
of N samples). The channel to be predicted was defined as the
target channel xT and the total number of available channels
(signals) is M .

The total number of epochs for this study was 1361, and a
maximum of eight concurrent waveform channels were avail-
able in each epoch. Each available channel was evaluated for
quality, so each epoch had multiple quality labels. The avail-
able channels in each epoch were decided by the clinical staff.
Each epoch included a subset of the following waveform types:
respiration (RESP), PPG, ABP, central venous pressure (CVP),
pulmonary arterial pressure, right atrial pressure, umbilical ar-
terial pressure, and the following ECG leads: I, II, III, V, AVR,
and modified chest lead (MCL). The ECG leads in MIMIC-II
designate any of the standard (V) or modified (MCL) chest
leads (V1–V6). Each epoch had a sampling frequency of 125 Hz
(N = 75 000) and 10-bit resolution. The end time of an epoch
(see Fig. 1), which was the region to be analyzed for signal qual-
ity, coincided with a critical ventricular tachycardia or asystole

Fig. 1. Schematic illustration of the annotation process. No actual signals are
shown. The epochs were chosen based on the triggering of an arrhythmia alarm.
The human annotators rated the quality of the epoch around the alarm time. A
10-min segment prior and up to the alarm was used by the algorithm.

alarm triggered by an ICU bedside monitor (Component Mon-
itoring System Intellivue MP-70; Philips Healthcare, Andover,
MA). These regions were chosen because of the potential for
an accurate signal quality estimate to suppress false arrhyth-
mia alarms; detected ventricular tachycardia and asystole were
purposely included in the study. Moreover, most of the alarms
were triggered because of signal changes in the monitored ECG
leads; thus, the selected regions for analysis in this study were
likely to include nonstationary statistics. The SQI algorithm,
therefore, was being tested under realistic clinical conditions.

In order to create a gold standard of signal quality assess-
ment, two human annotators analyzed the signal quality of a
target channel at the end of each epoch by classifying it into
one of three categories: “good,” “maybe,” or “bad.” The “good”
label indicated that the signal was clean and that the timing of
the waveform peaks were consistent across channels. The “bad”
label indicated that the signal was highly corrupted by noise and
no discernible peaks existed within a channel, or that the timing
of the waveform peaks was not consistent across channels. The
“maybe” label meant that the peaks of the waveform within a
channel were marginally visible but still coincided with peaks in
other channels. A third human annotator adjudicated disagree-
ments between the two initial annotators. The third annotator
had more experience in ECG signal analysis than the other two
annotators, and his assessment overruled theirs. The annotators
assigned a signal quality value based on a few seconds before
the end of the 10-min epoch mark. They were also able to see
a few seconds of the waveforms following the end of the epoch
(see Fig. 1).

The following common signal types were annotated by the
two human experts: PPG (1313 epochs), ABP (905 epochs),
and all ECG leads (3758 epochs). This resulted in a total of
11 952 waveform annotations (5976 annotations per person,
not including the adjudicator). In order to assess the inter-rater
variability of the two annotators, the following statistics were
calculated: probability of agreement P (A), Kappa score (κ)
[26], and the AC1 score [27]. The AC1 inter-rater variability
score was computed as an alternative to κ due to the known
large variations in the κ statistic [27], [28]. The κ and the AC1
scores were generalized from their binary forms in order to
account for the three different labels used by the annotators.
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Fig. 2. Overview of MCAF prediction. Note that the estimates θi are scalars
on a sample-by-sample basis. The MCAF consists of a bank of GALL filters, in
which individual channels attempt to predict the target channel. These individual
predictions θi are then linearly combined through a Kalman filter for the final
estimate.

B. Adaptive Filtering and Prediction Overview

The MCAF prediction algorithm consisted of a bank of M
gradient adaptive Laguerre lattice (GALL) filters [29] followed
by a Kalman filter [30] that combined the individual responses
to generate a final estimate (see Fig. 2). The Kalman filter co-
variance matrix was set to the identity matrix, assuming equal
“state” noise levels on the output of the individual GALL es-
timates. The first 9.5 min of the epoch were used to optimize
the forgetting factor for all the filters (including the Kalman fil-
ter) and the single pole location of the GALL filters. The mean
square difference between the target signal and the Kalman esti-
mate was used as a cost function. The channel to be tracked was
defined as the target channel, and the input to the T th GALL
filter was a 30-s delayed version of the target signal xTS . This
30-s delay was selected based on the original algorithm and
on the assumption that it would yield a sufficiently long delay
that samples 30 s apart are uncorrelated. The purpose of the
delayed target channel was to provide at least one channel for
robust signal estimation in case other channels were (or became)
absent, or if the other concurrent channels had different spec-
tral characteristics from the target channel. Thus, the inclusion
of the delayed channel allowed for a graceful degradation in
performance, where the MCAF collapses into a standard linear
autoregressive predictor. The settings of the MCAF algorithm
were exactly the same as described in [23]. The decision to use
a 9.5 min time interval for training was based on the tradeoff
between computation time and a sufficiently long time segment
to characterize nonstationary behavior and any long-term cou-
pling between the different signals. This time was also the one
proposed by the original PhysioNet challenge [24].

1) Individual Reconstructions: The GALL filter was se-
lected to reconstruct the target signal from the input channels
for several reasons. Some of the desired properties of the GALL
filter are fast convergence, stability (if the pole is chosen to be
stable), a forgetting factor that allows for changing conditions,
and ability to model a long impulse response (or a bandpass
or low-pass system with rolloff spectrum) with relatively few
parameters [29], [30]. The last two points are crucial for biomed-
ical signals in particular because using a forgetting factor can
make the system more robust to nonstationary conditions and

Fig. 3. Overview of the GALL filter. The GALL filter is similar to a standard
gradient adaptive lattice filter, but with delays replaced by Laguerre functions.

biological signals are known to have bandpass or low-pass spec-
tra [31]–[33].

The GALL adaptive filter consists of orthogonalizing sections
and joint sections (see Fig. 3), in which delays are replaced by
Laguerre transfer functions

L(z) =
z−1 − a

1 − az−1 (2)

where the transfer function’s pole a is constant across the entire
filter. For a = 0, the Laguerre transfer function becomes a sim-
ple unit delay z−1 . Note that the first Laguerre transfer function
in the GALL filter (described in detail in [29]) is actually an
infinite impulse response filter with a pole located at a. The
input to the GALL filter was any of the M channels (with xT

replaced by its 30-s shifted version xTS ), and the filter’s desired
response was set to xT .

The algorithm for training the GALL filter consisted of three
major design parameters: P (the number of lattice stages), a
(the pole location), and λ (the forgetting factor). The number of
lattice stages P was set to 35 and held fixed for all measurements
and all signals (this value of P was the one used for the original
challenge, [23]). The two other parameters λ and a were jointly
optimized per signal and per record using the following cost
function:

λopt , aopt = arg min
λ,a

rmse(θm (λ,a),xref ) (3)

where rmse() is the root mean square error. The minimization
was performed over a predefined discrete set of values: for λ, this
set was [0.5 0.8415 0.9749 0.9960 0.9994 0.9999], and for a,
this set was 1 − 0.0005qi where qi was linearly varied between
0 and 1 in 20 steps (these were the same sets used in the original
algorithm). The optimization function (3) was calculated over
the penultimate 30 s (N − 7500 ≤ n ≤ N − 3750) so that this
optimization was performed individually over all records. The
joint optimization of (3) was by far the most computationally
demanding aspect of the algorithm, taking on average about
3 min for each 10-min multichannel record. It was implemented
in a parallel fashion using an eight core 2.0 GHz multiprocessor
machine.

After the GALL’s three major design parameters had been
selected, the adaptive parameters of the filter (the filter coeffi-
cients) were allowed to adapt to the desired response xT . All
of the filters’ trained parameters were frozen at n = N − 3750
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(last training sample) in order to generate the individual recon-
structions for the missing section (N − 3750 < n ≤ N ).

2) Combined Reconstructions: The second and final stage of
the reconstruction algorithm consisted of combining the indi-
vidual sample-by-sample reconstructions θm [n], in order to gen-
erate an improved sample-by-sample final estimate of the miss-
ing signal θ[n]. These M × 1 sample-by-sample reconstructions
were used as inputs to an unforced Kalman filter [30], [34] where
the vector of M × 1 weights w was defined as the filter’s states:

w[n] = [w1 [n] w2 [n] · · · wM [n]]T (4)

u[n] = [θ1 [n] θ2 [n] · · · θM [n]]T (5)

θ[n] ≡ y[n] = u[n]T · w[n]. (6)

The weight updates of the Kalman filter were calculated using
the following equations:

ε[n] = xT [n] − θ[n] (7)

g[n] =
λ2

K K[n − 1]u[n]
u[n]T K[n − 1]u[n] + 1

(8)

w[n] = λK w [n − 1] + g[n]ε[n] (9)

K[n] = λ2
K K[n − 1] − λK g[n]u[n]T K[n − 1] (10)

where λK is a scalar forgetting factor between 0 and 1 for the
Kalman filter, K[n] is the M × M state error correlation matrix,
g[n] is the M × 1 Kalman gain, and u[n] is the M × 1 vector
of inputs. The filter design parameter λK was determined by
finding the optimal λK in exactly the same way as the λ from the
individual GALL reconstructions, as described in Section II-B1.
All of the Kalman filter’s adaptive weights were frozen at n =
N − 3750 (last training sample) in order to generate the final
reconstruction for the missing section (N − 3750 < n ≤ N ).
Note that the overall amount of optimization consisted of tuning
at most 17 parameters (for eight-channel epochs), which were
the eight poles and the eight forgetting factors for the GALL
section and one forgetting factor for the Kalman section.

C. Estimating Signal Quality

The SQI for a single channel was estimated in two steps.
In the first step, a preliminary point-by-point SQI SQIp [n] was
derived from the predicted MCAF signal θ as

SQIp [n] =
1

1 + (θ [n ]−xT [n ])2

θ [n ]2
. (11)

The form of the function SQIp [n] was chosen with the constraint
that it should be a monotonic function of the prediction error
and be bounded between 0 and 1. The second and final step
consisted of gating SQIp [n] with a masking function defined by

gate[n] =
{

0 if xT [n] = xT [n − 1]
1 else.

(12)

The gating function is 0 in regions where the first derivative
of xT [n] is 0, which is likely to occur with clipping artifacts,
absence of a signal, or a constant dc output. All these cases were
defined a priori as low quality. The product of SQIp [n] with the

TABLE I
HUMAN-ANNOTATED SIGNAL QUALITY STATISTICS

masking function (12) was then low-pass filtered using a 5 s
moving average filter to yield the sample-by-sample SQI value
SQI[n]

SQI[n] =
1

625

n∑
i=n−625

SQIp [i] · gate[i]. (13)

The choice of using a 5 s moving average filter was based on
the ANSI regulation that a commercial alarm should be triggered
within 10 s of an arrhythmia [35]. The last sample of the SQI
curve, SQI[75 000], was used as the SQI estimate of that epoch
when comparing with the human annotations.

D. Gaussian Noise Simulation

For the first experiment, we used simulations to validate our
choice of the SQI equation (13) with an objective measure of
quality. We compared the estimated SQI with the signal-to-noise
ratio (SNR) for an additive white Gaussian noise source on the
PPG channel. We chose Gaussian noise as the additive noise
model because of the Central Limit Theorem [36], and because
there are no appropriate additive noise models for PPG signals
(white noise simulations have also been previously used for
PPG signals as in [16] and [37]). Real-world noise testing may
have noise that is nonadditive and correlated across channels,
which would violate the original assumptions under which we
attempted to test the algorithm. In the second experiment, we
included real noise and human annotations in an attempt to
validate the algorithm under more challenging conditions.

The computer simulations were generated by adding station-
ary white Gaussian noise to a PPG signal labeled by the an-
notators as “good.” This particular record had the following
channels: ABP, CVP, RESP, ECG II, ECG III, and ECG AVR
in addition to the target PPG channel. Noise was added only to
the PPG channel. White Gaussian noise was added to the entire
target signal at the following SNR levels: –30, –20, –10, –5, 0,
5, 10, 20, and 30 dB. The original noise-free PPG waveform
was never used by the MCAF algorithm.

E. Comparison Between SQI and Human Signal
Quality Assessment

We compared the estimated SQI and human annotations us-
ing two different methods. In the first method, we conditioned
and analyzed statistics of the estimated SQI, mean and stan-
dard error, on the three label categories. In the second method,
we computed receiver operating characteristic (ROC) and
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Fig. 4. Example of the MCAF prediction and estimated point-by-point SQI using the PPG signal as target. Because of filtering, there is a 5-s delay in the SQI.
The SQI is based on the error between the recorded PPG signal and its MCAF reconstruction, labeled as “Prediction.” All recorded channels (including those
which are badly corrupted) were used as inputs to the MCAF filter. The MCAF filter adaptively selects the best channels for prediction.

precision–recall (PR) curves and their areas. The ROC was gen-
erated using the human labels as the gold standard. Because
of the binary nature of ROC and PR analysis, we chose to use
only the two extreme labels, ignoring the “maybe” class. The
PR analysis was conducted in order to control for the imbalance
between the “bad” and “good” classes [38] (see Table I). In both
ROC and PR analyses, the “good” labels were negative and the
“bad” labels were positive.

III. RESULTS

Table I shows the signal quality statistics of the dataset as
determined by the human annotators, as well as the number of
epochs that contained each signal type. The “ECG (All)” class
is the superset of all ECG leads that could be present in any
different combination within an epoch. The ICU staff decided
on which ECG leads were utilized. Overall, the “good” class was
consistently larger than the “bad” class across signal channels.
ABP exhibited the best signal quality, and this is expected given
that ABP is the most invasive measurement (requiring an arterial
line and carrying a high risk of infection [39]). Among the ECG
leads, ECG III yielded the highest percentage of good-quality
labels and lowest percentage of bad-quality labels. On the other
hand, ECG MCL resulted in the lowest percentage of good-
quality labels and the highest percentage of bad-quality labels.
In terms of prevalence, ECG II was available in all 1361 epochs
and the second and third most common ECG leads were AVR
and V. PPG was available in most epochs and ABP was less
frequently recorded than PPG.

The agreement between the two expert annotators on the 5976
annotations was 82.6% (κ = 0.57 and AC1 = 0.80). Without
the “maybe” label (using “bad” and “good” labels only), the
inter-rater variability statistics are higher, yielding an agreement
of 90.4% (κ = 0.73 and AC1 = 0.90). The third expert (the
adjudicator) labeled about 17.4% of the annotations. Of the
5976 annotations per expert, the two initial experts disagreed on
1036. The third expert agreed with expert 1 about 95% of the
time, and with expert 2 about 2% of the time. All three experts
disagreed only on 28 annotations.

Fig. 4 illustrates an example of point-by-point SQI estimates
with PPG as the target waveform. All available signals as well
as the predicted PPG signal are shown. Note that the quality of
the PPG signal varies and is tracked by the SQI time series. The
predicted PPG signal seems sensible given the information in
ECG II.

The result of the Gaussian noise simulation at –10 dB is
depicted in Fig. 5, with PPG as target. The corrupted PPG signal
has visually indiscernible peaks, but the MCAF algorithm is
able to predict the original PPG signal very well. The complete
results from the Gaussian noise simulation across all SNR levels
are shown in Fig. 6. The estimated SQI is a monotonic function
of SNR, yielding values less than 0.9 for SNRs less than 0 dB.

The statistics of the SQI estimates on the entire dataset are
tabulated in Table II, stratified by the three human labels. In
general, there is an increasing trend from “bad” to “maybe” and
from “maybe” to “good”. Fig. 7 pictorially describes the results
in Table II without those for the individual ECG leads.

The ROC and PR curves based on “good” and “bad” quality
waveforms, omitting individual ECG leads, are shown in Fig. 8.
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Fig. 5. Result of the Gaussian noise simulation at a SNR of −10 dB. The noise was added to the entire PPG signal. That is, “PPG −10 SNR” was always the
target signal. The original uncorrupted PPG signal is displayed for comparison purposes and was not used by the MCAF algorithm for prediction.

Fig. 6. Estimated SQI as a function of SNR simulated with additive white
Gaussian noise. The PPG signal is the target. The SQI is a monotonic function
of SNR, and asymptotically approaches 0 and 1.

The areas under the ROC and PR curves, denoted area under
the curve (AUC)-ROC and AUC-PR, respectively, are shown in
Table III. The best AUC-ROC of 0.86 was achieved for PPG,
and the AUC-ROC for ABP was close at 0.82. The overall
ECG AUC-ROC was much lower (0.68), while AUC-ROC for
the individual ECG leads ranged from 0.59 to 0.83. AUC-PR
ranged from 0.23 to 0.70.

IV. DISCUSSION

We propose a novel SQI algorithm based on adaptive filtering
of all available signal channels from multichannel waveform
records. In a Gaussian noise simulation, we have shown that
the proposed SQI is a monotonic function of SNR, resembling a
logistic sigmoid function. Furthermore, the proposed SQI covers
a wide dynamic range (over 60 dB), asymptotically reaching its
limits of 0 and 1. The SQI at 0.5 roughly corresponds to an
SNR of –15 dB and the SQI at 0.9 roughly corresponds to an
SNR of 0 dB. The results of the SNR simulation at –10 dB (see
Fig. 5), with an estimated SQI close to 0.6, show that the peaks
in the PPG signal are indiscernible and, thus, have the potential

TABLE II
ESTIMATED SQI STRATIFIED BY HUMAN LABELS SHOWN

IN MEAN AND STANDARD ERROR

Fig. 7. Mean and standard error of SQI values as a function of expert labels.
The SQI is a monotonic function of expert label.

to affect the dynamic range of any SQI algorithm that relies on
beat-by-beat comparisons.

The proposed SQI also exhibits promising agreement with
human assessment of signal quality under nonstationary con-
ditions (caused by the triggering of arrhythmia alarms). The
performance of the algorithm measured through AUC-ROCs
was of 0.86, 0.82, and 0.68 for PPG, ABP, and ECG, respec-
tively. The performance measured through the AUC-PR was
of 0.54, 0.23, and 0.5 for PPG, ABP, and ECG, respectively.
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Fig. 8. ROC and PR curves of estimated SQI for ABP, ECG (All), and PPG waveforms with human signal quality assessment as gold standard. The areas under
the curves are tabulated in Table III.

This is in agreement with the expectation that PR curves rep-
resent more stringent criteria when dealing with highly skewed
datasets [38]. The information contained in both ROC and PR
curves is sufficient to characterize any confusion matrix for a
classifier given a set of two performance values (for instance,
specifying a positive predictive value and a false alarm rate).
A fair quantitative comparison between published algorithms is
very difficult, in part because of the use of different datasets.
The dataset used in this study, however, is being made available
at PhysioNet [10] in order to facilitate future comparisons.

One major advantage of the proposed algorithm is that it
presents a universal approach to different signal types and does
not require supervised fine tuning when the source of the target
signal changes. While there is no dependence on physiologically
motivated parameters, it may be possible to achieve further im-
provement in performance by applying such constraints or using
the proposed SQI in conjunction with other algorithms, such as
those found in [2], [4], [6], [20], and [31]. For instance, impos-
ing prior ad hoc bounds on amplitude, first derivative (slope),
and/or higher derivatives could help deal with MCAF stabil-
ity and tracking issues. The ability to gradually add boundary
constraints allows for tradeoffs between a generic versus a phys-
iologically specific (i.e., based on ad hoc bounds), but more ac-
curate estimation. Good tracking performance of the MCAF is
not always guaranteed (an example of inaccurate tracking under
clean conditions but with a physiological change is demon-
strated in Fig. 9). This is of particular concern for false alarm
reduction algorithms. Under some conditions, the MCAF error
can be quite high despite good signal quality because the filters
are not able to adapt quickly enough to changes in the system.
However, the MCAF filter is sometimes capable of tracking a
target signal under genuine physiological changes, as shown in
Fig. 10 and the AUC results in Table III. A possible approach to
validate the MCAF tracking and stability could be a beat rhythm

TABLE III
ROC AND PR CURVE STATISTICS, BASED ON “BAD” (POSITIVE) AND “GOOD”

(NEGATIVE) HUMAN LABELS

comparison with an independent channel (as done by [6]) when
the MCAF error drops below a certain threshold.

Overall, the proposed SQI algorithm performed better on
PPG and ABP than ECG. Two possible explanations for this
are the broadband nature of the ECG signal and physiological
causality. Due to the broadband nature of the ECG signal, the
performance of linear prediction of ECGs from PPG and ABP
might be limited by the narrow-band spectrum of the PPG and
ABP signals. On the physiological causality constraint, note
that the ABP follows ECG, and that PPG (if measured at a
finger tip) follows ABP (if measured at the radial artery) and
ECG. While these signals may seem quasi-periodic, there are
significant variations in their rates of peaks (jitter) so that the
sequence of peak intervals can be modeled as an independently
distributed processes [40], [41]. This variability can be amplified
under the nonstationary conditions as in the case of this study
because the arrhythmia alarms used were likely due to motion
artifact or a true ventricular tachycardia/asystole arrhythmia.
While the heart-rate variability may not be perceptible to a
human, a delay error of a few milliseconds on the prediction
of an ECG wavelet can yield a fairly large root mean square
error due to the high values and sharp onset time of the R wave.
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Fig. 9. Example of the MCAF tracking when the signals are clean and a genuine change in physiological condition occurs. Although the estimated SQI is still
high (> 0.7), suggestions for improving and validating the MCAF tracking are mentioned in the text.

Fig. 10. Another example of the MCAF tracking when the signals are clean and a genuine change in physiological condition occurs. In this case, the tracking
on the PPG signal yields reasonable results.

Hence, it is expected to be an easier task to predict future PPG
and ABP given ECG than to predict ECG given PPG or ABP.
Perhaps, modifying the cost function for ECG signals so that the
QRS complex is weighted less, low-pass filtering (i.e., blurring)
the ECG, or adding independent quality factors (such as signal
kurtosis and skewness), can help ameliorate this ECG tracking
issue. Note, however, that the presence of an ABP signal is
not a necessary condition for accurate prediction of PPG, as
shown from the limited ABP set (see Table I) and the example
in Fig. 5. Accurate PPG predictions can be obtained from ECG

leads alone because of the causality condition and the broadband
nature of the ECG signals [23], [24].

It might be feasible to implement the SQI algorithm in real
time. The MCAF filter would need to be trained for each pa-
tient, when signals are first recorded and perhaps intermittently
as well, to adapt to changing patient condition. The 9.5-min
training time used in this study was chosen to be sufficiently
long to ensure that the MCAF filter parameters stabilize. A
separate investigation could elucidate the optimal training du-
ration and facilitate a more useful real-time implementation, in
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particular investigating the degradation in performance as train-
ing time is reduced from 9.5 min to several seconds. It might
also be possible to eliminate or significantly minimize training
by picking a predefined set of values for the poles and forget-
ting factors, or by making them adaptive as suggested in [30]
and [42]–[44].

While the SQI algorithm described in this paper shows
promising results, it is also important to highlight its key as-
sumptions. In particular, the algorithm assumes that the MCAF
and its predictions are consistent and stable in the 30 s forecast
window [23]. An unstable (or poor) prediction could be due to
the MCAF algorithm rather than the signal quality in the tar-
get channel per second. Thus, the ability to detect instability of
the MCAF prediction can be useful for improving the quality
estimation. Another important assumption of the algorithm is
the lack of correlation between noise in the target channel and
noise in the other channels. Under some circumstances, such as
in intense movements or when applying the MCAF SQI algo-
rithm to other channels, the assumption of uncorrelated signals
may not be valid. In particular, when predicting SQI on ECG
channels, removal of all other ECGs as inputs into the MCAF
filter might be required.

V. CONCLUSION

This paper presents a new SQI for physiological waveforms
based on adaptive multichannel processing. The quality index
was found to be monotonically related to both simulated SNR
and human quality perception of 1361 waveforms. A recursive
(i.e., online) implementation of this signal quality algorithm
may also make it more attractive for real-time applications such
as false alarm reduction, robust estimation of clinical vital signs,
and filtering of telehealth data.
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